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Background: NLP

Trend of state-of-the-art NLP model sizes with time

knowledge(memory) and 
reasoning ability  

are mixed in opaque 
model parameters 

2

parametric neural networks + non-parametric memory
• transferability: memory can be purposefully changed, expanded or filtered.

• interpretability: influential memory can be manually inspected and interpreted.

Where

https://developer.nvidia.com/blog/scaling-language-model-training-to-a-trillion-parameters-using-megatron/
https://developer.nvidia.com/blog/scaling-language-model-training-to-a-trillion-parameters-using-megatron/


J' ai une voiture rouge
Cette voiture rouge

J'    ai    une  idée

The

red

car

I

have

an

idea

I

have

a

matching

?

deep/shallow fusion

ct

c0
⌧

�

q
(a) Query the source sentence,
and the search engine returns
K translation pairs;
(b) The NMT model outputs translation
with reference of retrieved pairs 

Figure 1: The over-
all architecture of the
proposed SEG-NMT.
The shaded box in-
cludes the module
which handles a set
of translation pairs re-
trieved in the first
stage. The heat maps
represent the atten-
tion scores between
the source sentences
(left-to-right) and the
corresponding transla-
tions (top-to-down).

That is, we define a similarity function s(X, X 0), and find
(Xn, Y n) where s(X, Xn) is large.

Similarity score function s In this paper, we constrain
ourselves to a setting in which only a neural translation model
is trainable. That is, we do not assume the availability of
other trainable sentence similarity functions. This allows
us to focus entirely on the effectiveness of the proposed
algorithm while being agnostic to the choice of similarity
metric. Under this constraint, we follow an earlier work by
(Li, Way, and Liu, 2016) and use a fuzzy matching score
which is defined as

sfuzzy(X, X 0) = 1 � Dedit(X, X 0)

max (|X|, |X 0|) , (3)

where Dedit is an edit distance.

Algorithm 1 Greedy selection procedure to maximize the
coverage of the source symbols.
Require: input X , translation memory M

1: Obtain the subset M̃ ✓ M using an off-the-shelf search en-
gine;

2: Re-rank retrieved pairs (X 0, Y 0) 2 M̃ using the similarity
score function s in descending order;

3: Initialize the dictionary of selected pairs R = ;;
4: Initialize the coverage score c = 0;
5: for k = 1...|M̃ | do

6: ctmp =
P

x2X � [x 2 R.keys [ {X 0
k}] /|X|

7: if ctmp > c then

8: c = ctmp; R {X 0
k : Y 0

k}
9: return R

Off-the-shelf Search Engine The computational complex-
ity of the similarity search grows linearly with the size of the
translation memory which in our case contains all the pairs
from a training corpus. Despite the simplicity and compu-
tational efficiency of the similarity score in Eq. (3), this is

clearly not practical, as the size of the training corpus is often
in the order of hundreds of thousands or even tens of millions.
We overcome this issue of scalability by incorporating an off-
the-shelf search engine, more specifically Apache Lucene.1
We then use Lucene to retrieve an initial set of translation
pairs based on the source side, and use the similarity score
above to re-rank them.

Final selection process Let M̃ 2 M be an initial set of
translation pairs returned by Lucene. We rank the translation
pairs within this set by s(X, X 0). We design and test two
methods for selecting the final set from this initial set based
on the similarity scores. The first method is a top-K retrieval,
where we simply return the K most similar translation pairs
from M̃. The second method returns an adaptive number of
translation pairs based on the coverage of the symbols x in
the current source sentence X within the retrieved transla-
tion pairs. We select greedily starting from the most similar
translation pair, as described in Alg. 1.

Translation Stage

In the second stage, we build a novel extension of the
attention-based neural machine translation, SEG-NMT, that
seamlessly fuses both a current source sentence and a set M̂
of retrieved translation pairs. In a high level, the proposed
SEG-NMT first stores each target symbol of each retrieved
translation pair into a key-value memory(Miller et al., 2016).
At each time step of the decoder, SEG-NMT first performs
attention over the current source sentence to compute the
time-dependent context vector based on which the key-value
memory is queried. SEG-NMT fuses information from both
context vector of the current source sentence and the retrieved
value from the key-value memory to generate a next symbol.

Key-Value Memory For each retrieved translation pair
(X 0, Y 0) 2 M̂, we run a full attention-based neural machine

1 https://lucene.apache.org/core/
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Figure 1: The architecture of the proposed NMT with graph based TM. 1) Graph representation - The part in the dashed box is
a concrete example of the graph representation of a TM. The source and target languages are Spanish and English respectively.
Src is the source sentence and Ref is the corresponding target sentence. Note that only 2 TM pairs are used in this example for
simplicity. 2) Model architecture - The part outside of the dashed box shows the core components of the model architecture.
A light blue box consists of a multi-head attention mechanism and a residual connection plus a layer normalization. A light
yellow box consists of one more free-forward network and a residual connection plus a layer normalization. Specifically, the
graph attention operation is presented with three selected nodes. L is the number of repetition of each part.

Packing target side

Secondly, instead of sequentially encoding target sentences
in a TM, we pack them into a compact graph such that some
words in different sentences may correspond to the same
node in the graph, which is inspired by the notion of lat-
tice or hypergraph in statistical machine translation (Koehn
2009). To this end, we convert the target side in a TM into
a confusion network by using the algorithm proposed by
Mangu, Brill, and Stolcke (1999) and Mangu, Brill, and
Stolcke (2000). The basic idea is to cluster each word into
an equivalent class, and organize all the classes according to
an order defined over classes. Finally, we can obtain a graph
via computing the dual of the confusion network, by treating
edges as nodes (West and others 2001).

Figure 1 shows an example of a resulting graph for a TM
(including two sentences for simplicity), where each node
represents a word. In the graph, the nodes representing the
words ”This”, ”amendment”, ”the”, ”Danish”, and ”.” ap-
pear in both sentences, but only appear once in the graph. In
terms of both space and speed, it is more efficient to encode
the graph, compared with the representation of all source
and target words of a TM in Gu et al. (2018).

NMT with Graph based TM

Suppose G = (v, e) is the directed graph obtained from
a translation memory, where v = hv1, · · · , v|v|i is a se-
quence of nodes, and e = he1, · · · , e|e|i is a sequence
of edges. In addition, ni = hni

1, · · · , ni
|ni|i denotes a se-

quence of first-order neighborhood nodes of vi in graph G

including vi itself. Nodes are arranged in topological or-
der. For example, as illustrated in Figure 1, v1 = This,

n1 = hThis, amendmenti and v2 = amendment, n2 =
hThis, amendment, does, onlyi.

Generally, the enhanced Transformer shares the similar
architecture as the baseline but with two major differences
in encoding and decoding phases. The model structure is il-
lustrated in figure 1.

Enhanced Graph Encoding

Besides encoding the input sequence x, the proposed model
also encodes v from G by using L layers of networks in a
similar fashion to the encoding of the input x. Suppose h

G,l
i

denotes the hidden units at lth layer regarding the node vi.
Inspired by the graph attention in Veličković et al. (2018),
h
G,l
i is calculated by the hidden units at l � 1th layer as

follows:
h
G,l
i = RL � F �RL �MH(hG,l�1

i ,hG,l�1[ni]) (8)
where RL, F and MH are functions corresponding to sub-
layers of residual connection plus layer normalization, feed-
forward network and multi-head attention mechanism de-
fined in Eq.(2). hG,l�1[ni] is a matrix obtained by taking
the slice over the matrix hg,l�1 along the first axis via ni.

Based on the encoding schema elaborated above, there are
different variations of the graph encoding in real practice.
We can choose to fix the graph encoding after L layers’ com-
putation and introduce the fixed encoding to each decoding
layer, which is the same as the encoding of the source side x.
We can also introduce a flexible encoding to each decoding
layer, which is calculated as follows:

h
G,l
i = RL �MHl(h

G,0
i ,hG,0[ni]) (9)

where hG,0 denotes the word embedding plus positional en-
coding of the translation memory sequence. When flexible
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Figure 2: Architecture of the gated attention mechanism used in the multi-source transformer decoder.

• The retrieved target, Y i, is encoded in a sim-
ilar manner, attending the encoded represen-
tation of Xi generated in the previous step.

The encoded representations for all targets,
{Y i, 1  i  N}, are then concatenated along
the time axis to form the Conditional Source Tar-
get Memory (CSTM).

2.2.2 Gated Multi-Source Attention
We use gated multi-source attention to combine
the context from the source encoder representa-
tions and the CSTM. This is similar to the gated
attention employed by (Cao and Xiong, 2018). We
use a Transformer based decoder that attends to
both, the encoder outputs and the CSTM, in ev-
ery cross-attention layer. The rest of the decoder
architecture remains unchanged.

Let the context vectors obtained by applying
multi-head attention to the source and memory,
with query qt be cst and cmt respectively. Then the
gated context vector, ct, is given by,

gt = �(Wgsc
s
t +Wgmcmt ) (2)

ct = gt ⇤ cst + (1� gt) ⇤ cmt (3)

where gt is the scalar gating variable at time-step t,
and Wgs and Wgm are learned parameters. These
steps are illustrated in Figure 2.

3 Experiments

3.1 Data and Evaluation
We compare the performance of a standard Trans-
former Base model and our semi-parametric NMT
approach on an English-French translation task.

We create a new heterogeneous dataset, con-
structed from a combination of the WMT train-
ing set (36M pairs), the IWSLT bilingual corpus
(237k pairs), JRC-Acquis (797k pairs)2 and Open-
Subtitles (33M pairs)3. For WMT, we use new-
stest 13 for validation and newstest 14 for test.
For IWSLT, we use a combination of the test cor-
pora from 2012-14 for validation and test 2015 for
eval. For OpenSubtitles and JRC-Acquis, we cre-
ate our own splits for validation and test, since
no benchmark split is publicly available. After
deduping, the JRC-Acquis test and validation set
contain 6574 and 5121 sentence pairs respectively.
The OpenSubtitles test and validation sets contain
3975 and 3488 pairs. For multi-domain training,
the validation set is a concatenation of the four in-
dividual validation sets.

All datasets are tokenized with the Moses tok-
enizer (Koehn et al., 2007) and mixed without any
sampling. We use a shared vocabulary Sentence-
Piece Model (Kudo and Richardson, 2018) for
sub-word tokenization, with a vocabulary size
of 32000 tokens. We train each model for 1M
steps, and choose the best checkpoint from the last
5 checkpoints based on validation performance.
BLEU scores are computed with tokenized true-
cased output and references with multi-bleu.perl

from Moses.
For IDF based sentence retrieval, for each sen-

tence in the training, dev and test corpus, we use
N = 10 neighbors per example during both, train-
ing and evaluation. For the N-Gram level re-
trieval strategies, we used N = 10 neighbors dur-

2From http://opus.nlpl.eu/JRC-Acquis.php
3From http://opus.nlpl.eu/OpenSubtitles.php
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Figure 1: An illustration of how the kNN distribution is computed. The datastore, which is con-
structed offline, consists of representations of training set translation contexts and corresponding
target tokens for every example in the parallel data. During generation, the query representation,
conditioned on the test input as well as previously generated tokens, is used to retrieve the k nearest
neighbors from the datastore, along with the corresponding target tokens. The distance from the
query is used to compute a distribution over the retrieved targets after applying a softmax tempera-
ture. This distribution is the final kNN distribution.

diverse domains by simply adding a domain-specific datastore—improving results by an average of
9.2 BLEU over the base model out-of-domain, and even outperforming existing models that train on
these domains. Finally, language-pair-specific datastores are used to adapt a multilingual model to
particular language pairs, with improvements of 3 BLEU for translating English into German and
Chinese. We find that retrievals from kNN-MT are typically highly contextually relevant.

2 NEAREST NEIGHBOR MACHINE TRANSLATION

kNN-MT involves augmenting the decoder of a pre-trained machine translation model with a nearest
neighbor retrieval mechanism, allowing the model direct access to a datastore of cached examples.
The translation is generated word-by-word; at each time step, we find the most similar contexts in
the datastore, and compute a distribution over the corresponding target tokens, as shown in Figure 1.
This distribution is then interpolated with the output distribution from the pre-trained MT model.

More specifically, given an input sequence of tokens in a source language s = (s1, . . . , sM1), a
neural MT model outputs a sequence of tokens t = (t1, . . . , tM2) in the target language. When
using autoregressive decoders, the output distribution for each token ti in the target sequence is
conditioned on the entire source sequence as well as the previous target tokens, p(ti|s, t1:i�1). Let
(s, t1:i�1) be the translation context and ti be the target token.

Datastore creation Our datastore is constructed offline and consists of a set of key-value pairs.
The key is a high-dimensional representation of the entire translation context computed by the MT
decoder, f(s, t1:i�1), where f represents a mapping from input to an intermediate representation
of the decoder. The value is the corresponding ground truth target token ti. For a parallel text
collection (S, T ), the representations are generated by a single forward pass over each example and
the complete datastore is defined as follows:

(K, V) = {(f(s, t1:i�1), ti), 8ti 2 t | (s, t) 2 (S, T )} (1)
Tokens from the source language are not stored directly as values in the datastore. Conditioning on
the source is implicit via the keys, and the values are only target language tokens.

Generation At test time, given a source x, the model outputs a distribution over the vocabulary
pMT (yi|x, ŷ1:i�1) for the target yi at every step of generation, where ŷ represents the generated
tokens. The model also outputs the representation f(x, ŷ1:i�1), which is used to query the datastore
for the k nearest neighbors N according to squared-L2 distance, d. In practice, the search over
billions of key-value pairs is carried out using FAISS (Johnson et al., 2017), a library for fast nearest
neighbor search in high-dimensional spaces.

The retrieved set is converted into a distribution over the vocabulary by applying a softmax with
temperature T to the negative distances and aggregating over multiple occurrences of the same vo-
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• Traditional TM-augmented NMT framework

• uses bilingual corpus (training data) as TM   

• employs source (context) similarity search for memory 
retrieval

Background: NMT+TM
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Introduction
• Limitations of the traditional TM-augmented NMT framework 

• search space: bilingual corpus - source-target translation 
pairs (training data) 

• search method: heuristic search - non-learnable, not end-
to-end optimized, and lacks for the ability to adapt to 
specific downstream NMT models 

• Our framework 

• monolingual memory 

• learnable & cross-lingual memory retrieval
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Our Framework

Neural Machine Translation with Monolingual Translation Memory  

Deng Cai1,  Yan Wang2,  Huayang Li2, Wai Lam1  and  Lemao Liu2

INTRODUCTION

2 Tencent AI Lab1 The Chinese University of Hong Kong

EXPERIMENTAL RESULTS

Prior work has proved that Translation memory (TM) can boost the 
performance of Neural Machine Translation (NMT). In contrast to 
existing work that uses bilingual corpus as TM and employs source-
side  similarity  search  for  memory  retrieval,  we  propose  a  new 
framework that uses monolingual memory and performs learnable 
memory retrieval in a cross-lingual manner.

OUR FRAMEWORK

� Monolingual Memory
• directly connects source-side input and target-side memories.
• abundant data in the target language can be used as TM.

� Task-Specific Retrieval
• unifies the memory retriever and the downstream NMT model into a learnable whole.
• memory retrieval can be end-to-end optimized for the translation objective.

� Fast Retrieval
• The selection of the most relevant memories can be reduced to Maximum Inner Product Search (MIPS).
• With off-the-shelf vector search toolkit (FAISS),  the search can be made incredibly efficient.
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Figure 1: Overall framework. For an input sentence x in the source language, the retrieval model uses Maximum
Inner Product Search (MIPS) to find the top-M TM sentences {zi}Mi=1 in the target language. The translation
model takes {zi}Mi=1 and corresponding relevance scores {f(x, zi)}Mi=1 as input and generate the translation y.

and other knowledge-intensive generation (Lewis
et al., 2020b). It can be observed that there is a
shift from using off-the-shelf search engines to
learning task-specific retrievers. Our work draws
inspiration from this line of research. However,
retrieval-guided generation has so far been mainly
investigated for knowledge retrieval in the same
language. The memory retrieval in this work is
more challenging due to the cross-lingual setting.

NMT using Monolingual Data To our knowl-
edge, the integration of monolingual data for NMT
was first investigated by Gulcehre et al. (2015), who
separately trained target-side language models us-
ing monolingual data, and then integrated them dur-
ing decoding either through re-scoring the beam, or
by feeding the hidden state of the language model
to the NMT model. Jean et al. (2015) also explored
re-ranking the NMT output with a n-gram language
model. Another successful method for leveraging
monolingual data in NMT is back-translation (Sen-
nrich et al., 2016; Fadaee et al., 2017; Edunov et al.,
2018; He et al., 2016), where a reverse translation
model is used to translate monolingual sentences
from the target language to the source language to
generate synthetic parallel sentences. Recent stud-
ies (Jiao et al., 2021; He et al., 2019) showed that
self-training, where the synthetic parallel sentences
are created by translating monolingual sentences
in the source language, is also helpful. Our method
is orthogonal to previous work and bears a unique
feature: it can use more monolingual data without
re-training (see §4.3).

3 Proposed Approach

3.1 Overview

Our approach decomposes the whole translation
processing into two steps: retrieve, then generate.

The overall framework is illustrated in Figure 1.
The Translation Memory (TM) in our approach
is a collection of sentences in the target language
Z . Given an input x in the source language, the re-
trieval model first selects a number of possibly help-
ful sentences {zi}Mi=1 from Z , where M ⌧ |Z|, ac-
cording to a relevance function f(x, zi). Then, the
translation model conditions on both the retrieved
set {(zi, f(x, zi)}Mi=1 and the original input x to
generate the output y using a probabilistic model
p(y|x, z1, f(x, z1), . . . , zM , f(x, zM )). Note that
the relevance scores {f(x, zi)}Mi=1 are also part of
the input to the translation model, encouraging the
translation model to focus more on more relevant
sentences. During training, maximizing the likeli-
hood of the translation references improves both
the translation model and the retrieval model.

3.2 Retrieval Model
The retrieval model is responsible for selecting the
most relevant sentences for a source sentence from
a large monolingual TM. This could involve mea-
suring the relevance scores between the source sen-
tence and millions of candidate target sentences,
which poses a serious computational challenge. To
address this, we implement the retrieval model us-
ing a simple dual-encoder framework (Bromley
et al., 1993) such that the selection of the most
relevant sentences can be reduced to Maximum In-
ner Product Search (MIPS). With performant data
structures and search algorithms (e.g., Shrivastava
and Li, 2014; Malkov and Yashunin, 2018), the
retrieval can be done efficiently.

Specifically, we define the relevance score
f(x, z) between the source sentence x and the can-
didate sentence z as the dot product of their dense
vector representations:

f(x, z) = Esrc(x)
TEtgt(z)
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superhero film produced by Marvel Studio. 
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Figure 1: Traditional TM-augmented NMT framework. 

# System Retriever Es)En En)Es De)En En)De
Dev Test Dev Test Dev Test Dev Test

Existing NMT systems*
Gu et al. (2018) source similarity 63.16 62.94 - - - - - -
Zhang et al. (2018) source similarity 63.97 64.30 61.50 61.56 60.10 60.26 55.54 55.14
Xia et al. (2019) source similarity 66.37 66.21 62.50 62.76 61.85 61.72 57.43 56.88

Our NMT systems
1

this work

None 64.25 64.07 62.27 61.54 59.82 60.76 55.01 54.90
2 source similarity 66.98 66.48 63.04 62.76 63.62 63.85 57.88 57.53
3 cross-lingual (fixed) 66.68 66.24 63.06 62.73 63.25 63.06 57.61 56.97
4 cross-lingual (fixed Etgt)† 67.66 67.16 63.73 63.22 64.39 64.01 58.12 57.92
5 cross-lingual† 67.73 67.42 64.18 63.86 64.48 64.62 58.77 58.42

Table 2: Experimental results (BLEU scores) on four translation tasks. ⇤Results are from Xia et al. (2019). †The
two variants of our method (model #4 and model #5) are significantly better than other baselines with p-value <
0.01, tested by bootstrap re-sampling (Koehn, 2004).

4.2 Conventional Experiments

Following prior work in TM-augmented NMT, we
first conduct experiments in a setting where the
bilingual training corpus is the only source for TM.

Data We use the JRC-Acquis corpus (Steinberger
et al., 2006) for our experiments. The JRC-Acquis
corpus contains the total body of European Union
(EU) law applicable to the EU member states.
This corpus was also used by Gu et al. (2018);
Zhang et al. (2018); Xia et al. (2019) and we
managed to get the datasets originally prepro-
cessed by Gu et al. (2018), making it possible
to fairly compare our results with previously re-
ported BLEU scores. Specifically, we select four
translation directions, namely, Spanish)English
(Es)En), En)Es, German)English (De)En),
and En)De, for evaluation. Detailed data statistics
are shown in Table 1.

Models To study the effect of each model com-
ponent, we implement a series of model variants
(model #1 to #5 in Table 2).

1. NMT without TM. To measure the help from
TM, we remove the model components re-
lated to TM (including the retrieval model
and the memory encoder), and only employ
the encoder-decoder architecture for NMT.
The resulted model is equivalent to the Trans-
former Base model (Vaswani et al., 2017).

2. TM-augmented NMT using source similar-
ity search. To isolate the effect of architec-
tural changes in NMT models, we replace
our cross-lingual memory retriever with tradi-
tional source-side similarity search. Specifi-
cally, we use the fuzzy match system used in

Xia et al. (2019) and many others, which is
based on BM25 and edit distance.

3. TM-augmented NMT using pre-trained cross-
lingual retriever. To study the effect of end-to-
end task-specific optimization of the retrieval
model, we pre-train the retrieval model using
the cross-alignment tasks introduced in §3.4
and keep it fixed in the following NMT train-
ing.

4. Our full model using a fixed TM index; Af-
ter pre-training, we fix the parameter of Etgt
during NMT training.

5. Our full model trained with asynchronous in-
dex refresh.

Results The results of the above models are pre-
sented in Table 2. We have the following observa-
tions: (1) Our full model trained with asynchronous
index refresh (model #5) delivers the best perfor-
mance on test sets across all four translation tasks,
outperforming the non-TM baseline (model #1)
by 3.26 BLEU points in average and up to 3.86
BLEU points (De)En). This result confirms that
monolingual TM can boost NMT performance; (2)
The end-to-end learning of the retriever model is
the key for substantial performance improvement.
We can see that using a pre-trained fixed cross-
lingual retriever only gives moderate test perfor-
mance, fine-tuning Esrc and fixing Etgt significantly
boosts the performance, and fine-tuning both Esrc
and Etgt leads to the strongest performance (model
#5>model #4>model #3); (3) Cross-lingual re-
trieval (model #4 and model #5) can obtain better
results than that of the source similarity search
(model #2). This is remarkable since the cross-
lingual retrieval only requires monolingual TM,

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
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Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).
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#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

• Significant improvements over non-TM NMT model, even outperforming previous bilingual TM-augmented baselines. 
• Substantial translation quality boost in low-resource scenarios by utilizing more monolingual TM. (work w/ back-translation)
• Strong cross-domain transferability by hot-swapping domain-specific monolingual TM. 
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relevant sentences can be reduced to Maximum In-
ner Product Search (MIPS). With performant data
structures and search algorithms (e.g., Shrivastava
and Li, 2014; Malkov and Yashunin, 2018), the
retrieval can be done efficiently.

Specifically, we define the relevance score
f(x, z) between the source sentence x and the can-
didate sentence z as the dot product of their dense
vector representations:

f(x, z) = Esrc(x)
TEtgt(z)

where Esrc and Etgt are the source sentence encoder
and the target sentence encoder that map x and z to
d-dimensional vectors respectively. We implement
the two sentence encoders using two independent
Transformers (Vaswani et al., 2017). For an input
sentence, we prepend the [BOS] token to its to-
ken sequence and then feed it into a Transformer.
We take the representation at the [BOS] token as
the output (denoted Trans{src,tgt}({x, z})), and per-
form a linear projection (W{src,tgt}) to reduce the
dimensionality of the vector. Finally, we normal-
ize the vectors to regulate the range of relevance
scores.

Esrc(x) = normalize(WsrcTranssrc(x))
Etgt(z) = normalize(WtgtTranstgt(z))

The normalized vectors have zero means and unit
lengths. Therefore, the relevance scores always
fall in the interval [�1, 1]. We let ✓ denote all
parameters associated with the retrieval model.

In practice, the dense representations of all sen-
tences in TM can be pre-computed and indexed us-
ing FAISS (Johnson et al., 2019), an open-source
toolkit for efficient vector search. Given a source
sentence x in hand, we compute the vector rep-
resentation vx = Esrc(x) and retrieve the top M
target sentences with vectors closest to vx.

3.3 Translation Model
Given a source sentence x, a small set of relevant
TM {zi}Mi=1, and relevance scores {f(x, zi)}Mi=1,
the translation model defines the conditional proba-
bility p(y|x, z1, f(x, z1), . . . , zM , f(x, zM )).

Our translation model is built upon the standard
encoder-decoder NMT model (Bahdanau et al.,
2015; Vaswani et al., 2017): the (source) encoder
transforms the source sentence x into dense vec-
tor representations. The decoder generates an out-
put sequence y in an auto-regressive fashion. At
each time step t, the decoder attends over both

previously generated sequence y1:t�1 and the out-
put of the source encoder, generating a hidden
state ht. The hidden state ht is then converted
to next-token probabilities through a linear pro-
jection followed by softmax function, i.e., Pv =
softmax(Wvht + bv).

To accommodate the extra memory input, we
extend the standard encoder-decoder NMT frame-
work with a memory encoder and allow cross-
attention from the decoder to the memory encoder.
Specifically, the memory encoder encodes each TM
sentence zi individually, resulting in a set of con-
textualized token embeddings {zi,k}Li

k=1, where Li

is the length of the token sequence zi. We compute
a cross attention over all TM sentences:

↵ij =
exp(ht

TWmzi,j))PM
i=1

PLi
k=1 exp(ht

TWmzi,k)
(1)

ct = Wc

MX

i=1

LiX

j=1

↵ijzi,j

where ↵ij is the attention score of the j-th token
in zi, ct is a weighted combination of memory em-
beddings, and Wm and Wc are trainable matrices.
The cross attention is used twice during decod-
ing. First, the decoder’s hidden state ht is updated
by a weighted sum of memory embeddings, i.e.,
ht = ht + ct. Second, we consider each attention
score as a probability of copying the corresponding
token (Gu et al., 2016; See et al., 2017). Formally,
the next-token probabilities are computed as:

p(yt|·) = (1� �t)Pv(yt) + �t

MX

i=1

LiX

j=1

↵ij1zij=yt

where 1 is the indicator function and �t is a gating
variable computed by another feed-forward net-
work �t = g(ht, ct).

Inspired by Lewis et al. (2020a), to enable the
gradient flow from the translation output to the
retrieval model, we bias the attention scores with
the relevance scores, rewriting Eq. (1) as:

↵ij =
exp(ht

TWmzi,j + �f(x, zi))PM
i=1

PLi
k=1 exp(ht

TWmzi,k + �f(x, zi))
(2)

where � is a trainable scalar that controls the weight
of the relevance scores. We let � denote all param-
eters associated with the translation model.

3.4 Training
We optimize the model parameters ✓ and
� using stochastic gradient descent on
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performance of Neural Machine Translation (NMT). In contrast to 
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OUR FRAMEWORK

� Monolingual Memory
• directly connects source-side input and target-side memories.
• abundant data in the target language can be used as TM.

� Task-Specific Retrieval
• unifies the memory retriever and the downstream NMT model into a learnable whole.
• memory retrieval can be end-to-end optimized for the translation objective.

� Fast Retrieval
• The selection of the most relevant memories can be reduced to Maximum Inner Product Search (MIPS).
• With off-the-shelf vector search toolkit (FAISS),  the search can be made incredibly efficient.
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Figure 1: Overall framework. For an input sentence x in the source language, the retrieval model uses Maximum
Inner Product Search (MIPS) to find the top-M TM sentences {zi}Mi=1 in the target language. The translation
model takes {zi}Mi=1 and corresponding relevance scores {f(x, zi)}Mi=1 as input and generate the translation y.

and other knowledge-intensive generation (Lewis
et al., 2020b). It can be observed that there is a
shift from using off-the-shelf search engines to
learning task-specific retrievers. Our work draws
inspiration from this line of research. However,
retrieval-guided generation has so far been mainly
investigated for knowledge retrieval in the same
language. The memory retrieval in this work is
more challenging due to the cross-lingual setting.

NMT using Monolingual Data To our knowl-
edge, the integration of monolingual data for NMT
was first investigated by Gulcehre et al. (2015), who
separately trained target-side language models us-
ing monolingual data, and then integrated them dur-
ing decoding either through re-scoring the beam, or
by feeding the hidden state of the language model
to the NMT model. Jean et al. (2015) also explored
re-ranking the NMT output with a n-gram language
model. Another successful method for leveraging
monolingual data in NMT is back-translation (Sen-
nrich et al., 2016; Fadaee et al., 2017; Edunov et al.,
2018; He et al., 2016), where a reverse translation
model is used to translate monolingual sentences
from the target language to the source language to
generate synthetic parallel sentences. Recent stud-
ies (Jiao et al., 2021; He et al., 2019) showed that
self-training, where the synthetic parallel sentences
are created by translating monolingual sentences
in the source language, is also helpful. Our method
is orthogonal to previous work and bears a unique
feature: it can use more monolingual data without
re-training (see §4.3).

3 Proposed Approach

3.1 Overview

Our approach decomposes the whole translation
processing into two steps: retrieve, then generate.

The overall framework is illustrated in Figure 1.
The Translation Memory (TM) in our approach
is a collection of sentences in the target language
Z . Given an input x in the source language, the re-
trieval model first selects a number of possibly help-
ful sentences {zi}Mi=1 from Z , where M ⌧ |Z|, ac-
cording to a relevance function f(x, zi). Then, the
translation model conditions on both the retrieved
set {(zi, f(x, zi)}Mi=1 and the original input x to
generate the output y using a probabilistic model
p(y|x, z1, f(x, z1), . . . , zM , f(x, zM )). Note that
the relevance scores {f(x, zi)}Mi=1 are also part of
the input to the translation model, encouraging the
translation model to focus more on more relevant
sentences. During training, maximizing the likeli-
hood of the translation references improves both
the translation model and the retrieval model.

3.2 Retrieval Model
The retrieval model is responsible for selecting the
most relevant sentences for a source sentence from
a large monolingual TM. This could involve mea-
suring the relevance scores between the source sen-
tence and millions of candidate target sentences,
which poses a serious computational challenge. To
address this, we implement the retrieval model us-
ing a simple dual-encoder framework (Bromley
et al., 1993) such that the selection of the most
relevant sentences can be reduced to Maximum In-
ner Product Search (MIPS). With performant data
structures and search algorithms (e.g., Shrivastava
and Li, 2014; Malkov and Yashunin, 2018), the
retrieval can be done efficiently.

Specifically, we define the relevance score
f(x, z) between the source sentence x and the can-
didate sentence z as the dot product of their dense
vector representations:

f(x, z) = Esrc(x)
TEtgt(z)
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Figure 1: Traditional TM-augmented NMT framework. 

# System Retriever Es)En En)Es De)En En)De
Dev Test Dev Test Dev Test Dev Test

Existing NMT systems*
Gu et al. (2018) source similarity 63.16 62.94 - - - - - -
Zhang et al. (2018) source similarity 63.97 64.30 61.50 61.56 60.10 60.26 55.54 55.14
Xia et al. (2019) source similarity 66.37 66.21 62.50 62.76 61.85 61.72 57.43 56.88

Our NMT systems
1

this work

None 64.25 64.07 62.27 61.54 59.82 60.76 55.01 54.90
2 source similarity 66.98 66.48 63.04 62.76 63.62 63.85 57.88 57.53
3 cross-lingual (fixed) 66.68 66.24 63.06 62.73 63.25 63.06 57.61 56.97
4 cross-lingual (fixed Etgt)† 67.66 67.16 63.73 63.22 64.39 64.01 58.12 57.92
5 cross-lingual† 67.73 67.42 64.18 63.86 64.48 64.62 58.77 58.42

Table 2: Experimental results (BLEU scores) on four translation tasks. ⇤Results are from Xia et al. (2019). †The
two variants of our method (model #4 and model #5) are significantly better than other baselines with p-value <
0.01, tested by bootstrap re-sampling (Koehn, 2004).

4.2 Conventional Experiments

Following prior work in TM-augmented NMT, we
first conduct experiments in a setting where the
bilingual training corpus is the only source for TM.

Data We use the JRC-Acquis corpus (Steinberger
et al., 2006) for our experiments. The JRC-Acquis
corpus contains the total body of European Union
(EU) law applicable to the EU member states.
This corpus was also used by Gu et al. (2018);
Zhang et al. (2018); Xia et al. (2019) and we
managed to get the datasets originally prepro-
cessed by Gu et al. (2018), making it possible
to fairly compare our results with previously re-
ported BLEU scores. Specifically, we select four
translation directions, namely, Spanish)English
(Es)En), En)Es, German)English (De)En),
and En)De, for evaluation. Detailed data statistics
are shown in Table 1.

Models To study the effect of each model com-
ponent, we implement a series of model variants
(model #1 to #5 in Table 2).

1. NMT without TM. To measure the help from
TM, we remove the model components re-
lated to TM (including the retrieval model
and the memory encoder), and only employ
the encoder-decoder architecture for NMT.
The resulted model is equivalent to the Trans-
former Base model (Vaswani et al., 2017).

2. TM-augmented NMT using source similar-
ity search. To isolate the effect of architec-
tural changes in NMT models, we replace
our cross-lingual memory retriever with tradi-
tional source-side similarity search. Specifi-
cally, we use the fuzzy match system used in

Xia et al. (2019) and many others, which is
based on BM25 and edit distance.

3. TM-augmented NMT using pre-trained cross-
lingual retriever. To study the effect of end-to-
end task-specific optimization of the retrieval
model, we pre-train the retrieval model using
the cross-alignment tasks introduced in §3.4
and keep it fixed in the following NMT train-
ing.

4. Our full model using a fixed TM index; Af-
ter pre-training, we fix the parameter of Etgt
during NMT training.

5. Our full model trained with asynchronous in-
dex refresh.

Results The results of the above models are pre-
sented in Table 2. We have the following observa-
tions: (1) Our full model trained with asynchronous
index refresh (model #5) delivers the best perfor-
mance on test sets across all four translation tasks,
outperforming the non-TM baseline (model #1)
by 3.26 BLEU points in average and up to 3.86
BLEU points (De)En). This result confirms that
monolingual TM can boost NMT performance; (2)
The end-to-end learning of the retriever model is
the key for substantial performance improvement.
We can see that using a pre-trained fixed cross-
lingual retriever only gives moderate test perfor-
mance, fine-tuning Esrc and fixing Etgt significantly
boosts the performance, and fine-tuning both Esrc
and Etgt leads to the strongest performance (model
#5>model #4>model #3); (3) Cross-lingual re-
trieval (model #4 and model #5) can obtain better
results than that of the source similarity search
(model #2). This is remarkable since the cross-
lingual retrieval only requires monolingual TM,

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.
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all experiments: the larger the TM becomes, the
better translation performance the model achieves.
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Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

• Significant improvements over non-TM NMT model, even outperforming previous bilingual TM-augmented baselines. 
• Substantial translation quality boost in low-resource scenarios by utilizing more monolingual TM. (work w/ back-translation)
• Strong cross-domain transferability by hot-swapping domain-specific monolingual TM. 
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• Changes to standard translation models (Transformer) 

• A separate memory encoder for retrieved TM. 

• The decoder attends over the output of both the source encoder and the memory 
encoder.
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Neural Machine Translation with Monolingual Translation Memory  
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EXPERIMENTAL RESULTS

Prior work has proved that Translation memory (TM) can boost the 
performance of Neural Machine Translation (NMT). In contrast to 
existing work that uses bilingual corpus as TM and employs source-
side  similarity  search  for  memory  retrieval,  we  propose  a  new 
framework that uses monolingual memory and performs learnable 
memory retrieval in a cross-lingual manner.

OUR FRAMEWORK

� Monolingual Memory
• directly connects source-side input and target-side memories.
• abundant data in the target language can be used as TM.

� Task-Specific Retrieval
• unifies the memory retriever and the downstream NMT model into a learnable whole.
• memory retrieval can be end-to-end optimized for the translation objective.

� Fast Retrieval
• The selection of the most relevant memories can be reduced to Maximum Inner Product Search (MIPS).
• With off-the-shelf vector search toolkit (FAISS),  the search can be made incredibly efficient.
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Figure 1: Overall framework. For an input sentence x in the source language, the retrieval model uses Maximum
Inner Product Search (MIPS) to find the top-M TM sentences {zi}Mi=1 in the target language. The translation
model takes {zi}Mi=1 and corresponding relevance scores {f(x, zi)}Mi=1 as input and generate the translation y.

and other knowledge-intensive generation (Lewis
et al., 2020b). It can be observed that there is a
shift from using off-the-shelf search engines to
learning task-specific retrievers. Our work draws
inspiration from this line of research. However,
retrieval-guided generation has so far been mainly
investigated for knowledge retrieval in the same
language. The memory retrieval in this work is
more challenging due to the cross-lingual setting.

NMT using Monolingual Data To our knowl-
edge, the integration of monolingual data for NMT
was first investigated by Gulcehre et al. (2015), who
separately trained target-side language models us-
ing monolingual data, and then integrated them dur-
ing decoding either through re-scoring the beam, or
by feeding the hidden state of the language model
to the NMT model. Jean et al. (2015) also explored
re-ranking the NMT output with a n-gram language
model. Another successful method for leveraging
monolingual data in NMT is back-translation (Sen-
nrich et al., 2016; Fadaee et al., 2017; Edunov et al.,
2018; He et al., 2016), where a reverse translation
model is used to translate monolingual sentences
from the target language to the source language to
generate synthetic parallel sentences. Recent stud-
ies (Jiao et al., 2021; He et al., 2019) showed that
self-training, where the synthetic parallel sentences
are created by translating monolingual sentences
in the source language, is also helpful. Our method
is orthogonal to previous work and bears a unique
feature: it can use more monolingual data without
re-training (see §4.3).

3 Proposed Approach

3.1 Overview

Our approach decomposes the whole translation
processing into two steps: retrieve, then generate.

The overall framework is illustrated in Figure 1.
The Translation Memory (TM) in our approach
is a collection of sentences in the target language
Z . Given an input x in the source language, the re-
trieval model first selects a number of possibly help-
ful sentences {zi}Mi=1 from Z , where M ⌧ |Z|, ac-
cording to a relevance function f(x, zi). Then, the
translation model conditions on both the retrieved
set {(zi, f(x, zi)}Mi=1 and the original input x to
generate the output y using a probabilistic model
p(y|x, z1, f(x, z1), . . . , zM , f(x, zM )). Note that
the relevance scores {f(x, zi)}Mi=1 are also part of
the input to the translation model, encouraging the
translation model to focus more on more relevant
sentences. During training, maximizing the likeli-
hood of the translation references improves both
the translation model and the retrieval model.

3.2 Retrieval Model
The retrieval model is responsible for selecting the
most relevant sentences for a source sentence from
a large monolingual TM. This could involve mea-
suring the relevance scores between the source sen-
tence and millions of candidate target sentences,
which poses a serious computational challenge. To
address this, we implement the retrieval model us-
ing a simple dual-encoder framework (Bromley
et al., 1993) such that the selection of the most
relevant sentences can be reduced to Maximum In-
ner Product Search (MIPS). With performant data
structures and search algorithms (e.g., Shrivastava
and Li, 2014; Malkov and Yashunin, 2018), the
retrieval can be done efficiently.

Specifically, we define the relevance score
f(x, z) between the source sentence x and the can-
didate sentence z as the dot product of their dense
vector representations:

f(x, z) = Esrc(x)
TEtgt(z)

Input: The film Captain Marvel will be 
released next Wednesday. 

similarity search

Source sentence: Captain Marvel is a 
superhero film produced by Marvel Studio. 

Target sentence: �
�������	��
��������	

Translation 
Model

Translation Memory

Output

Bilingual
corpus

2

Figure 1: Traditional TM-augmented NMT framework. 

# System Retriever Es)En En)Es De)En En)De
Dev Test Dev Test Dev Test Dev Test

Existing NMT systems*
Gu et al. (2018) source similarity 63.16 62.94 - - - - - -
Zhang et al. (2018) source similarity 63.97 64.30 61.50 61.56 60.10 60.26 55.54 55.14
Xia et al. (2019) source similarity 66.37 66.21 62.50 62.76 61.85 61.72 57.43 56.88

Our NMT systems
1

this work

None 64.25 64.07 62.27 61.54 59.82 60.76 55.01 54.90
2 source similarity 66.98 66.48 63.04 62.76 63.62 63.85 57.88 57.53
3 cross-lingual (fixed) 66.68 66.24 63.06 62.73 63.25 63.06 57.61 56.97
4 cross-lingual (fixed Etgt)† 67.66 67.16 63.73 63.22 64.39 64.01 58.12 57.92
5 cross-lingual† 67.73 67.42 64.18 63.86 64.48 64.62 58.77 58.42

Table 2: Experimental results (BLEU scores) on four translation tasks. ⇤Results are from Xia et al. (2019). †The
two variants of our method (model #4 and model #5) are significantly better than other baselines with p-value <
0.01, tested by bootstrap re-sampling (Koehn, 2004).

4.2 Conventional Experiments

Following prior work in TM-augmented NMT, we
first conduct experiments in a setting where the
bilingual training corpus is the only source for TM.

Data We use the JRC-Acquis corpus (Steinberger
et al., 2006) for our experiments. The JRC-Acquis
corpus contains the total body of European Union
(EU) law applicable to the EU member states.
This corpus was also used by Gu et al. (2018);
Zhang et al. (2018); Xia et al. (2019) and we
managed to get the datasets originally prepro-
cessed by Gu et al. (2018), making it possible
to fairly compare our results with previously re-
ported BLEU scores. Specifically, we select four
translation directions, namely, Spanish)English
(Es)En), En)Es, German)English (De)En),
and En)De, for evaluation. Detailed data statistics
are shown in Table 1.

Models To study the effect of each model com-
ponent, we implement a series of model variants
(model #1 to #5 in Table 2).

1. NMT without TM. To measure the help from
TM, we remove the model components re-
lated to TM (including the retrieval model
and the memory encoder), and only employ
the encoder-decoder architecture for NMT.
The resulted model is equivalent to the Trans-
former Base model (Vaswani et al., 2017).

2. TM-augmented NMT using source similar-
ity search. To isolate the effect of architec-
tural changes in NMT models, we replace
our cross-lingual memory retriever with tradi-
tional source-side similarity search. Specifi-
cally, we use the fuzzy match system used in

Xia et al. (2019) and many others, which is
based on BM25 and edit distance.

3. TM-augmented NMT using pre-trained cross-
lingual retriever. To study the effect of end-to-
end task-specific optimization of the retrieval
model, we pre-train the retrieval model using
the cross-alignment tasks introduced in §3.4
and keep it fixed in the following NMT train-
ing.

4. Our full model using a fixed TM index; Af-
ter pre-training, we fix the parameter of Etgt
during NMT training.

5. Our full model trained with asynchronous in-
dex refresh.

Results The results of the above models are pre-
sented in Table 2. We have the following observa-
tions: (1) Our full model trained with asynchronous
index refresh (model #5) delivers the best perfor-
mance on test sets across all four translation tasks,
outperforming the non-TM baseline (model #1)
by 3.26 BLEU points in average and up to 3.86
BLEU points (De)En). This result confirms that
monolingual TM can boost NMT performance; (2)
The end-to-end learning of the retriever model is
the key for substantial performance improvement.
We can see that using a pre-trained fixed cross-
lingual retriever only gives moderate test perfor-
mance, fine-tuning Esrc and fixing Etgt significantly
boosts the performance, and fine-tuning both Esrc
and Etgt leads to the strongest performance (model
#5>model #4>model #3); (3) Cross-lingual re-
trieval (model #4 and model #5) can obtain better
results than that of the source similarity search
(model #2). This is remarkable since the cross-
lingual retrieval only requires monolingual TM,

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

• Significant improvements over non-TM NMT model, even outperforming previous bilingual TM-augmented baselines. 
• Substantial translation quality boost in low-resource scenarios by utilizing more monolingual TM. (work w/ back-translation)
• Strong cross-domain transferability by hot-swapping domain-specific monolingual TM. 

relevant sentences can be reduced to Maximum In-
ner Product Search (MIPS). With performant data
structures and search algorithms (e.g., Shrivastava
and Li, 2014; Malkov and Yashunin, 2018), the
retrieval can be done efficiently.

Specifically, we define the relevance score
f(x, z) between the source sentence x and the can-
didate sentence z as the dot product of their dense
vector representations:

f(x, z) = Esrc(x)
TEtgt(z)

where Esrc and Etgt are the source sentence encoder
and the target sentence encoder that map x and z to
d-dimensional vectors respectively. We implement
the two sentence encoders using two independent
Transformers (Vaswani et al., 2017). For an input
sentence, we prepend the [BOS] token to its to-
ken sequence and then feed it into a Transformer.
We take the representation at the [BOS] token as
the output (denoted Trans{src,tgt}({x, z})), and per-
form a linear projection (W{src,tgt}) to reduce the
dimensionality of the vector. Finally, we normal-
ize the vectors to regulate the range of relevance
scores.

Esrc(x) = normalize(WsrcTranssrc(x))
Etgt(z) = normalize(WtgtTranstgt(z))

The normalized vectors have zero means and unit
lengths. Therefore, the relevance scores always
fall in the interval [�1, 1]. We let ✓ denote all
parameters associated with the retrieval model.

In practice, the dense representations of all sen-
tences in TM can be pre-computed and indexed us-
ing FAISS (Johnson et al., 2019), an open-source
toolkit for efficient vector search. Given a source
sentence x in hand, we compute the vector rep-
resentation vx = Esrc(x) and retrieve the top M
target sentences with vectors closest to vx.

3.3 Translation Model
Given a source sentence x, a small set of relevant
TM {zi}Mi=1, and relevance scores {f(x, zi)}Mi=1,
the translation model defines the conditional proba-
bility p(y|x, z1, f(x, z1), . . . , zM , f(x, zM )).

Our translation model is built upon the standard
encoder-decoder NMT model (Bahdanau et al.,
2015; Vaswani et al., 2017): the (source) encoder
transforms the source sentence x into dense vec-
tor representations. The decoder generates an out-
put sequence y in an auto-regressive fashion. At
each time step t, the decoder attends over both

previously generated sequence y1:t�1 and the out-
put of the source encoder, generating a hidden
state ht. The hidden state ht is then converted
to next-token probabilities through a linear pro-
jection followed by softmax function, i.e., Pv =
softmax(Wvht + bv).

To accommodate the extra memory input, we
extend the standard encoder-decoder NMT frame-
work with a memory encoder and allow cross-
attention from the decoder to the memory encoder.
Specifically, the memory encoder encodes each TM
sentence zi individually, resulting in a set of con-
textualized token embeddings {zi,k}Li

k=1, where Li

is the length of the token sequence zi. We compute
a cross attention over all TM sentences:

↵ij =
exp(ht

TWmzi,j))PM
i=1

PLi
k=1 exp(ht

TWmzi,k)
(1)

ct = Wc

MX

i=1

LiX

j=1

↵ijzi,j

where ↵ij is the attention score of the j-th token
in zi, ct is a weighted combination of memory em-
beddings, and Wm and Wc are trainable matrices.
The cross attention is used twice during decod-
ing. First, the decoder’s hidden state ht is updated
by a weighted sum of memory embeddings, i.e.,
ht = ht + ct. Second, we consider each attention
score as a probability of copying the corresponding
token (Gu et al., 2016; See et al., 2017). Formally,
the next-token probabilities are computed as:

p(yt|·) = (1� �t)Pv(yt) + �t

MX

i=1

LiX

j=1

↵ij1zij=yt

where 1 is the indicator function and �t is a gating
variable computed by another feed-forward net-
work �t = g(ht, ct).

Inspired by Lewis et al. (2020a), to enable the
gradient flow from the translation output to the
retrieval model, we bias the attention scores with
the relevance scores, rewriting Eq. (1) as:

↵ij =
exp(ht

TWmzi,j + �f(x, zi))PM
i=1

PLi
k=1 exp(ht

TWmzi,k + �f(x, zi))
(2)

where � is a trainable scalar that controls the weight
of the relevance scores. We let � denote all param-
eters associated with the translation model.

3.4 Training
We optimize the model parameters ✓ and
� using stochastic gradient descent on
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EXPERIMENTAL RESULTS

Prior work has proved that Translation memory (TM) can boost the 
performance of Neural Machine Translation (NMT). In contrast to 
existing work that uses bilingual corpus as TM and employs source-
side  similarity  search  for  memory  retrieval,  we  propose  a  new 
framework that uses monolingual memory and performs learnable 
memory retrieval in a cross-lingual manner.

OUR FRAMEWORK

� Monolingual Memory
• directly connects source-side input and target-side memories.
• abundant data in the target language can be used as TM.

� Task-Specific Retrieval
• unifies the memory retriever and the downstream NMT model into a learnable whole.
• memory retrieval can be end-to-end optimized for the translation objective.

� Fast Retrieval
• The selection of the most relevant memories can be reduced to Maximum Inner Product Search (MIPS).
• With off-the-shelf vector search toolkit (FAISS),  the search can be made incredibly efficient.
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Figure 1: Overall framework. For an input sentence x in the source language, the retrieval model uses Maximum
Inner Product Search (MIPS) to find the top-M TM sentences {zi}Mi=1 in the target language. The translation
model takes {zi}Mi=1 and corresponding relevance scores {f(x, zi)}Mi=1 as input and generate the translation y.

and other knowledge-intensive generation (Lewis
et al., 2020b). It can be observed that there is a
shift from using off-the-shelf search engines to
learning task-specific retrievers. Our work draws
inspiration from this line of research. However,
retrieval-guided generation has so far been mainly
investigated for knowledge retrieval in the same
language. The memory retrieval in this work is
more challenging due to the cross-lingual setting.

NMT using Monolingual Data To our knowl-
edge, the integration of monolingual data for NMT
was first investigated by Gulcehre et al. (2015), who
separately trained target-side language models us-
ing monolingual data, and then integrated them dur-
ing decoding either through re-scoring the beam, or
by feeding the hidden state of the language model
to the NMT model. Jean et al. (2015) also explored
re-ranking the NMT output with a n-gram language
model. Another successful method for leveraging
monolingual data in NMT is back-translation (Sen-
nrich et al., 2016; Fadaee et al., 2017; Edunov et al.,
2018; He et al., 2016), where a reverse translation
model is used to translate monolingual sentences
from the target language to the source language to
generate synthetic parallel sentences. Recent stud-
ies (Jiao et al., 2021; He et al., 2019) showed that
self-training, where the synthetic parallel sentences
are created by translating monolingual sentences
in the source language, is also helpful. Our method
is orthogonal to previous work and bears a unique
feature: it can use more monolingual data without
re-training (see §4.3).

3 Proposed Approach

3.1 Overview

Our approach decomposes the whole translation
processing into two steps: retrieve, then generate.

The overall framework is illustrated in Figure 1.
The Translation Memory (TM) in our approach
is a collection of sentences in the target language
Z . Given an input x in the source language, the re-
trieval model first selects a number of possibly help-
ful sentences {zi}Mi=1 from Z , where M ⌧ |Z|, ac-
cording to a relevance function f(x, zi). Then, the
translation model conditions on both the retrieved
set {(zi, f(x, zi)}Mi=1 and the original input x to
generate the output y using a probabilistic model
p(y|x, z1, f(x, z1), . . . , zM , f(x, zM )). Note that
the relevance scores {f(x, zi)}Mi=1 are also part of
the input to the translation model, encouraging the
translation model to focus more on more relevant
sentences. During training, maximizing the likeli-
hood of the translation references improves both
the translation model and the retrieval model.

3.2 Retrieval Model
The retrieval model is responsible for selecting the
most relevant sentences for a source sentence from
a large monolingual TM. This could involve mea-
suring the relevance scores between the source sen-
tence and millions of candidate target sentences,
which poses a serious computational challenge. To
address this, we implement the retrieval model us-
ing a simple dual-encoder framework (Bromley
et al., 1993) such that the selection of the most
relevant sentences can be reduced to Maximum In-
ner Product Search (MIPS). With performant data
structures and search algorithms (e.g., Shrivastava
and Li, 2014; Malkov and Yashunin, 2018), the
retrieval can be done efficiently.

Specifically, we define the relevance score
f(x, z) between the source sentence x and the can-
didate sentence z as the dot product of their dense
vector representations:

f(x, z) = Esrc(x)
TEtgt(z)

Input: The film Captain Marvel will be 
released next Wednesday. 

similarity search

Source sentence: Captain Marvel is a 
superhero film produced by Marvel Studio. 

Target sentence: �
�������	��
��������	

Translation 
Model

Translation Memory

Output

Bilingual
corpus

2

Figure 1: Traditional TM-augmented NMT framework. 

# System Retriever Es)En En)Es De)En En)De
Dev Test Dev Test Dev Test Dev Test

Existing NMT systems*
Gu et al. (2018) source similarity 63.16 62.94 - - - - - -
Zhang et al. (2018) source similarity 63.97 64.30 61.50 61.56 60.10 60.26 55.54 55.14
Xia et al. (2019) source similarity 66.37 66.21 62.50 62.76 61.85 61.72 57.43 56.88

Our NMT systems
1

this work

None 64.25 64.07 62.27 61.54 59.82 60.76 55.01 54.90
2 source similarity 66.98 66.48 63.04 62.76 63.62 63.85 57.88 57.53
3 cross-lingual (fixed) 66.68 66.24 63.06 62.73 63.25 63.06 57.61 56.97
4 cross-lingual (fixed Etgt)† 67.66 67.16 63.73 63.22 64.39 64.01 58.12 57.92
5 cross-lingual† 67.73 67.42 64.18 63.86 64.48 64.62 58.77 58.42

Table 2: Experimental results (BLEU scores) on four translation tasks. ⇤Results are from Xia et al. (2019). †The
two variants of our method (model #4 and model #5) are significantly better than other baselines with p-value <
0.01, tested by bootstrap re-sampling (Koehn, 2004).

4.2 Conventional Experiments

Following prior work in TM-augmented NMT, we
first conduct experiments in a setting where the
bilingual training corpus is the only source for TM.

Data We use the JRC-Acquis corpus (Steinberger
et al., 2006) for our experiments. The JRC-Acquis
corpus contains the total body of European Union
(EU) law applicable to the EU member states.
This corpus was also used by Gu et al. (2018);
Zhang et al. (2018); Xia et al. (2019) and we
managed to get the datasets originally prepro-
cessed by Gu et al. (2018), making it possible
to fairly compare our results with previously re-
ported BLEU scores. Specifically, we select four
translation directions, namely, Spanish)English
(Es)En), En)Es, German)English (De)En),
and En)De, for evaluation. Detailed data statistics
are shown in Table 1.

Models To study the effect of each model com-
ponent, we implement a series of model variants
(model #1 to #5 in Table 2).

1. NMT without TM. To measure the help from
TM, we remove the model components re-
lated to TM (including the retrieval model
and the memory encoder), and only employ
the encoder-decoder architecture for NMT.
The resulted model is equivalent to the Trans-
former Base model (Vaswani et al., 2017).

2. TM-augmented NMT using source similar-
ity search. To isolate the effect of architec-
tural changes in NMT models, we replace
our cross-lingual memory retriever with tradi-
tional source-side similarity search. Specifi-
cally, we use the fuzzy match system used in

Xia et al. (2019) and many others, which is
based on BM25 and edit distance.

3. TM-augmented NMT using pre-trained cross-
lingual retriever. To study the effect of end-to-
end task-specific optimization of the retrieval
model, we pre-train the retrieval model using
the cross-alignment tasks introduced in §3.4
and keep it fixed in the following NMT train-
ing.

4. Our full model using a fixed TM index; Af-
ter pre-training, we fix the parameter of Etgt
during NMT training.

5. Our full model trained with asynchronous in-
dex refresh.

Results The results of the above models are pre-
sented in Table 2. We have the following observa-
tions: (1) Our full model trained with asynchronous
index refresh (model #5) delivers the best perfor-
mance on test sets across all four translation tasks,
outperforming the non-TM baseline (model #1)
by 3.26 BLEU points in average and up to 3.86
BLEU points (De)En). This result confirms that
monolingual TM can boost NMT performance; (2)
The end-to-end learning of the retriever model is
the key for substantial performance improvement.
We can see that using a pre-trained fixed cross-
lingual retriever only gives moderate test perfor-
mance, fine-tuning Esrc and fixing Etgt significantly
boosts the performance, and fine-tuning both Esrc
and Etgt leads to the strongest performance (model
#5>model #4>model #3); (3) Cross-lingual re-
trieval (model #4 and model #5) can obtain better
results than that of the source similarity search
(model #2). This is remarkable since the cross-
lingual retrieval only requires monolingual TM,

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.
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to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in §4.2, the model trained with
asynchronous index refresh (model #5) is slightly
better than the model using fixed Etgt (model #4),
however, the computational cost of training model
#5 is much bigger. For simplicity and environmen-
tal consideration, we only test model #4 in low-
resource scenarios. Nevertheless, we note there
are still two modeling choices: (1) train the model
once with the TM limited to training pairs and
only enlarge the TM during testing; (2) re-train the
model with every enlarged TM. Note that when
using the first choice, the model may retrieve a
TM sentence that has never been seen during train-
ing. To measure the performance improvements
from additional monolingual TM, we also include
a Transformer Base baseline (model #1, denoted as
base) and a bilingual TM baseline (model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual
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Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation

Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg

(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the experi-
ments in §4.3, we only use one fourth of bilingual
pairs for training. The target side of the remaining
data is treated as additional monolingual data for
building domain-specific TM, and the source side
is discarded. The data statistics can be found in the
upper block of Table 4. The dev and test sets for
each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in §4.3, we train our model
using fixed Etgt (model #4). One advantage of
our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,
2010; Chu and Wang, 2018) as future work.

Results The results are presented in Table 4. We
can see that when only using the bilingual data, the
TM-augmented model obtains higher BLEU scores
in domains with less data but slightly lower scores
in other domains compared to the non-TM baseline.
However, as we switch the TM to domain-specific

• Significant improvements over non-TM NMT model, even outperforming previous bilingual TM-augmented baselines. 
• Substantial translation quality boost in low-resource scenarios by utilizing more monolingual TM. (work w/ back-translation)
• Strong cross-domain transferability by hot-swapping domain-specific monolingual TM. 

source sentence
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Experiments: Conventional

# System Retriever Es)En En)Es De)En En)De
Dev Test Dev Test Dev Test Dev Test

Existing NMT systems*
Gu et al. (2018) source similarity 63.16 62.94 - - - - - -
Zhang et al. (2018) source similarity 63.97 64.30 61.50 61.56 60.10 60.26 55.54 55.14
Xia et al. (2019) source similarity 66.37 66.21 62.50 62.76 61.85 61.72 57.43 56.88

Our NMT systems
1

this work

None 64.25 64.07 62.27 61.54 59.82 60.76 55.01 54.90
2 source similarity 66.98 66.48 63.04 62.76 63.62 63.85 57.88 57.53
3 cross-lingual (fixed) 66.68 66.24 63.06 62.73 63.25 63.06 57.61 56.97
4 cross-lingual (fixed Etgt)† 67.66 67.16 63.73 63.22 64.39 64.01 58.12 57.92
5 cross-lingual† 67.73 67.42 64.18 63.86 64.48 64.62 58.77 58.42

Table 2: Experimental results (BLEU scores) on four translation tasks. ⇤Results are from Xia et al. (2019). †The
two variants of our method (model #4 and model #5) are significantly better than other baselines with p-value <
0.01, tested by bootstrap re-sampling (Koehn, 2004).

steps throughout all experiments. When trained
with asynchronous index refresh, the re-indexing
interval is 3K training steps.1

4.2 Conventional Experiments

Following prior work in TM-augmented NMT, we
first conduct experiments in a setting where the
bilingual training corpus is the only source for TM.

Data We use the JRC-Acquis corpus (Steinberger
et al., 2006) for our experiments. The JRC-Acquis
corpus contains the total body of European Union
(EU) law applicable to the EU member states.
This corpus was also used by Gu et al. (2018);
Zhang et al. (2018); Xia et al. (2019) and we
managed to get the datasets originally prepro-
cessed by Gu et al. (2018), making it possible
to fairly compare our results with previously re-
ported BLEU scores. Specifically, we select four
translation directions, namely, Spanish)English
(Es)En), En)Es, German)English (De)En),
and En)De, for evaluation. Detailed data statistics
are shown in Table 1.

Models To study the effect of each model com-
ponent, we implement a series of model variants
(model #1 to #5 in Table 2).

1. NMT without TM. To measure the help from
TM, we remove the model components re-
lated to TM (including the retrieval model
and the memory encoder), and only employ
the encoder-decoder architecture for NMT.
The resulted model is equivalent to the Trans-
former Base model (Vaswani et al., 2017).

1Our code is released at https://github.com/

jcyk/copyisallyouneed.

2. TM-augmented NMT using source similar-
ity search. To isolate the effect of architec-
tural changes in NMT models, we replace
our cross-lingual memory retriever with tradi-
tional source-side similarity search. Specifi-
cally, we use the fuzzy match system used in
Xia et al. (2019) and many others, which is
based on BM25 and edit distance.

3. TM-augmented NMT using pre-trained cross-
lingual retriever. To study the effect of end-to-
end task-specific optimization of the retrieval
model, we pre-train the retrieval model us-
ing the cross-alignment tasks introduced in
section 3.4 and keep it fixed in the following
NMT training.

4. Our full model using a fixed TM index; Af-
ter pre-training, we fix the parameter of Etgt
during NMT training.

5. Our full model trained with asynchronous in-
dex refresh.

Results The results of the above models are pre-
sented in Table 2. We have the following observa-
tions: (1) Our full model trained with asynchronous
index refresh (model #5) delivers the best perfor-
mance on test sets across all four translation tasks,
outperforming the non-TM baseline (model #1)
by 3.26 BLEU points in average and up to 3.86
BLEU points (De)En). This result confirms that
monolingual TM can boost NMT performance; (2)
The end-to-end learning of the retriever model is
the key for substantial performance improvement.
We can see that using a pre-trained fixed cross-
lingual retriever only gives moderate test perfor-
mance, fine-tuning Esrc and fixing Etgt significantly
boosts the performance, and fine-tuning both Esrc

• Significant improvements over non-TM NMT model, even 
outperforming previous bilingual TM-augmented baselines.

14

the negative log-likelihood loss function
� log p(y⇤|x, z1, f(x, z1), . . . , zM , f(x, zM )),
where y⇤ refers to the reference translation. As
implied by Eq. (2), TM sentences that improve the
likelihood of reference translations should receive
higher attention scores and higher relevance scores,
so gradient descent on the loss function will
improve the quality of the retrieval model as well.

Cross-alignment Pre-training However, if the
retrieval model starts from random initialization,
all top TM sentences zi will likely be unrelated
to x (or equally useless). This leads to a problem
that the retrieval model cannot receive meaningful
gradients and improve, and the translation model
will learn to completely ignore the TM input. To
avoid this cold-start problem, we propose two cross-
alignment tasks to warm-start the retrieval model.

The first task is sentence-level cross-alignment.
This task aims to find the right translation for a
source sentence given a set of other translations,
which is directly related to our retrieval function.
Concretely, We sample B source-target pairs from
the training corpus at each training step. Let X
and Z be the (B ⇥ d) matrix of the source and tar-
get vectors encoded by Esrc and Etgt respectively.
S = XZT is a (B⇥B) matrix of relevance scores,
where each row corresponds to a source sentence
and each column corresponds to a target sentence.
Any (Xi, Zj) pair should be aligned when i = j,
and should not otherwise. The objective is to max-
imize the scores along the diagonal of the matrix
and henceforth reduce the values in other entries.
The loss function can be written as:

L(i)
snt

=
� exp(Sii)

exp(Sii) +
P

j 6=i exp(Sij)
.

The second task is token-level cross-alignment,
which aims to predict the tokens in the target lan-
guage given the source sentence representation and
vice versa. Formally, we use bag-of-words losses:

L(i)
tok

= �
X

wy2Yi

log p(wy|Xi) +
X

wx2Xi

log p(wx|Yi)

where Xi (Yi) represents the set of tokens in the i-th
source (target) sentence and the token probabilities
are computed by a linear projection followed by the
softmax function. The joint loss for pre-training
is 1

B

PB
i=1 L

(i)
snt

+ L(i)
tok

. In practice, we find that
both the sentence-level and token-level objectives
are crucial for achieving superior performance.

Dataset #Train Pairs #Dev Pairs #Test Pairs
En,Es 679,088 2,533 2,596
En,De 699,569 2,454 2,483

Table 1: Data statistics for the JRC-Acquis corpus.

Asynchronous Index Refresh To employ fast
MIPS, we must pre-compute Etgt(z) for every
z 2 Z and build an index. However, the index
cannot remain consistent with the running model
during training as ✓ will be updated over time. One
straightforward solution to fix the parameters of
Etgt after the pre-training described above and only
fine-tune the parameters of Esrc. However, this may
hurt performance since Etgt cannot adapt to the
translation objective. Another solution is to asyn-
chronously refresh the index by re-computing and
re-indexing all TM sentences at regular intervals.
The index is slightly outdated between refreshes,
however, we use fresh Etgt in gradient estimate. We
explore both options in our experiments.

4 Experiments

We experiment with the proposed approach in three
settings: (1) the conventional setting where the
available TM is limited to the bilingual training
corpus, (2) the low-resource setting where bilin-
gual training pairs are scarce but extra monolingual
data is exploited as additional TM, and (3) non-
parametric domain adaptation using monolingual
TM. Note that existing TM-augmented NMT mod-
els are only applicable to the first setting, the last
two settings only become possible with our pro-
posed model. We use BLEU score (Papineni et al.,
2002) as the evaluation metric.

4.1 Implementation Details
We build our model using Transformer blocks
with the same configuration as Transformer Base
(Vaswani et al., 2017) (8 attention heads, 512 di-
mensional hidden state, and 2048 dimensional
feed-forward state). The number of Transformer
blocks is 3 for the retrieval model, 4 for the mem-
ory encoder in the translation model, and 6 for
the encoder-decoder architecture in the translation
model. We retrieve the top 5 TM sentences. The
FAISS index code is “IVF1024 HNSW32,SQ8”
and the search depth is 64.

We follow the learning rate schedule, dropout
and label smoothing settings described in Vaswani
et al. (2017). We use Adam optimizer (Kingma
and Ba, 2014) and train models with up to 100K



Figure 2: Test results with 1/4 bilingual pairs (upper) and 2/4 bilingual pairs (lower) across different TM sizes.

and Etgt leads to the strongest performance (model
#5>model #4>model #3); (3) Cross-lingual re-
trieval (model #4 and model #5) can obtain better
results than that of the source similarity search
(model #2). This is remarkable since the cross-
lingual retrieval only requires monolingual TM,
while the source similarity search relies on bilin-
gual TM. We attribute the success, again, to the end-
to-end adaptability of our cross-lingual retriever.
This is manifested by the fact that model #3 even
slightly underperforms model #2 in some of trans-
lation tasks.

Contrast to Previous Bilingual TM Systems
We also compare our results with the best previ-
ously reported models.2 We can see that our results
significantly outperform previous arts. Notably, our
best model (model #5) surpasses the best reported
model (Xia et al., 2019) by 1.69 BLEU points in av-
erage and up to 2.9 BLEU points (De)En). This
result verifies the effectiveness of our proposed
models. In fact, we can see that our translation
model using traditional similarity search (model
#2) already outperforms the best previously re-
ported results, which reveals that the architectural
design of our translation model is surprisingly ef-
fective despite its simplicity.

2Some recent work used different datasets other than JRC-
Acquis with unspecified data split, which makes it hard to
make an exhaustive comparison. However, note that our in-
house baseline (model #2) is quite strong.

4.3 Low-Resource Scenarios
One most unique characteristic of our proposed
model is that it uses monolingual TM. This moti-
vates us to conduct experiments in low-resource
scenarios, where we use extra monolingual data in
the target language to boost translation quality.

Data We create low-resource scenarios by ran-
domly partitioning each training set in JRC-Acquis
corpus into four subsets of equal size. We set up
two series of experiments: (1) We only use the
bilinguals pairs in the first subset and gradually en-
large the TM by including more monolingual data
in other subsets. (2) Similar to (1), but we instead
use the bilingual pairs in the first two subsets.

Models As shown in section 4.2, the model
trained with asynchronous index refresh (model
#5) is slightly better than the model using fixed
Etgt (model #4), however, the computational cost
of training model #5 is much bigger. For simplic-
ity and environmental consideration, we only test
model #4 in low-resource scenarios. Nevertheless,
we note there are still two modeling choices: (1)
train the model once with the TM limited to training
pairs and only enlarge the TM during testing; (2)
re-train the model with every enlarged TM. Note
that when using the first choice, the model may
retrieve a TM sentence that has never been seen
during training. To measure the performance im-
provements from additional monolingual TM, we
also include a Transformer Base baseline (model

Experiments: Low-resource

• Substantial translation quality boost in low-resource scenarios 
by utilizing more monolingual TM (even without re-training).
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Experiments: Low-resource 
 back-translation

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

#1, denoted as base) and a bilingual TM baseline
(model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),
the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation
Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg
(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the ex-
periments in section 4.3, we only use one fourth
of bilingual pairs for training. The target side of
the remaining data is treated as additional monolin-
gual data for building domain-specific TM, and the
source side is discarded. The data statistics can be
found in the upper block of Table 4. The dev and
test sets for each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in section 4.3, we train our
model using fixed Etgt (model #4). One advantage
of our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,

• Our method is complementary to back-translation in 
leveraging additional target-side monolingual corpus.

Reverse 
Translation 

Model

target (mono.) 

source

Translation 
Model

inference training
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Experiments: Domain Adaptation

Data Model Es)En En)Es De)En En)De
dev test dev test dev test dev test

1/4 bilingual +
4/4 monolingual

Ours 61.46 61.02 57.86 57.40 56.77 56.54 51.11 51.58
BT 62.47 61.99 60.28 59.59 57.75 58.20 52.47 52.96

Ours+BT 65.98 65.51 62.48 62.22 62.22 61.79 56.75 56.50

2/4 bilingual +
4/4 monolingual

Ours 65.17 64.69 61.31 61.01 61.43 61.19 55.55 55.35
BT 63.82 63.10 61.59 60.83 59.17 59.26 54.18 54.29

Ours+BT 66.95 66.38 63.22 62.90 63.68 63.10 57.69 57.40

Table 3: Comparison with back-translation (BT).

Medical Law IT Koran Subtitle Avg. Avg. �
#Bilingual Pairs 61,388 114,930 55,060 4,458 124,992 - -
#Monolingual Sents 184,165 344,791 165,181 13,375 374,977 - -

Using Bilingual Pairs Only
Transformer Base 47.81 51.40 33.90 14.64 21.64 33.88 -
Ours 47.52 51.17 34.64 15.49 22.66 34.30 +0.42

+ Monolingual Memory
Ours + domain-specific 50.32 53.97 35.33 16.26 22.78 35.73 +1.85
Ours + all-domains 50.23 54.12 35.24 16.24 22.78 35.72 +1.84

Table 4: Test results on domain adaptation.

#1, denoted as base) and a bilingual TM baseline
(model #2).

Results Figure 2 shows the main results on the
test sets. The general patterns are consistent across
all experiments: the larger the TM becomes, the
better translation performance the model achieves.
When using all available monolingual data (4/4),
the translation quality is boosted significantly. In-
terestingly, the performance of models without re-
training is comparable to, if not better than, those
with re-training. We also observe that when the
training pairs are very scarce (only 1/4 bilingual
pairs are available), a small size of TM even hurts
the model performance. The reason could be over-
fitting. We speculate that better results would be
obtained by tuning the model hyper-parameters ac-
cording to different TM sizes.

Contrast to Back-Translation We compare our
models with back-translation (BT) (Sennrich et al.,
2016), a popular way of utilizing monolingual data
for NMT. We train a target-to-source Transformer
Base model using bilingual pairs and use the resul-
tant model to translate monolingual sentences to
obtain additional synthetic parallel data. As shown
in Table 3, our method performs better than BT
with 2/4 bilingual pairs but performs worse with
1/4 bilingual pairs. Interestingly, the combination
of BT and our method yields significant further
gains, which demonstrates that our method is not
only orthogonal but also complementary to BT.

4.4 Non-parametric Domain Adaptation
Lastly, the “plug and play” property of TM further
motivates us to domain adaptation, where we adapt
a single general-domain model to a specific domain
by using domain-specific monolingual TM.

Data To simulate a diverse multi-domain setting,
we use the data splits in Aharoni and Goldberg
(2020) originally collected by Koehn and Knowles
(2017). It includes German-English parallel data
for train/dev/test sets in five domains: Medical,
Law, IT, Koran and Subtitles. Similar to the ex-
periments in section 4.3, we only use one fourth
of bilingual pairs for training. The target side of
the remaining data is treated as additional monolin-
gual data for building domain-specific TM, and the
source side is discarded. The data statistics can be
found in the upper block of Table 4. The dev and
test sets for each domain contains 2K instances.

Models We first train a Transformer Base base-
line (model #1) on the concatenation of bilingual
pairs in all domains. As in section 4.3, we train our
model using fixed Etgt (model #4). One advantage
of our approach is the possibility of training a single
model which can be adapted to any new domain at
the inference time without any re-training, by just
switching the TM. When adapting to a new TM,
we do not re-train our model. As the purpose here
is to verify that our approach can tackle domain
adaptation without any domain-specific training,
we leave the comparison and combination of other
domain adaptation techniques (Moore and Lewis,

• Strong cross-domain transferability by hot-swapping 
domain-specific monolingual TM.
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Summary
★ Monolingual Memory: abundant data in the target language 

can be used as TM 

★ Task-Specific Retrieval: memory retrieval can be end-to-end 
optimized for the translation objective

★ Fast Retrieval: the search can be made incredibly efficient 
with FAISS-based MIPS
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Summary
• Significant improvements over non-TM NMT model, even 

outperforming previous bilingual TM-augmented baselines.  

• Substantial translation quality boost in low-resource scenarios by 
utilizing more monolingual TM. (work w/ back-translation) 

• Strong cross-domain transferability by hot-swapping domain-
specific monolingual TM. 

Github repo: 
 https://github.com/jcyk/copyisallyouneed
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Neural Machine Translation with Monolingual Translation Memory
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